Three improved neural network models for air quality forecasting
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Abstract Artificial neural networks (ANN) are appearing as alternatives to traditional statistical modeling techniques in many scientific disciplines. However, the inherent drawbacks of neural networks such as topology specification, undue training expense, local minima and training unpredictability will overlay their merits in engineering applications, especially. In this paper, adaptive radial basis function (ARBF) network and improved support vector machine (SVM) are presented in atmospheric sciences. The principle component analysis (PCA) technique is employed to the ARBF network as well, namely, ARBF/PCA network for the convenience of expression and comparison, so as to fasten the learning process. Comparing with traditional neural network models, the proposed models can automatically determine the size of network and parameters, fasten the learning process and achieve good generalization performances in prediction of pollutant level. The simulation results based on a real-world data set demonstrate the effectiveness and robustness of the proposed methods.

Nomenclature

\[ a_i = \text{calculated output} \]
\[ \alpha_i, \alpha_i^* = \text{Lagrange multipliers} \]
\[ b = \text{constant coefficient} \]
\[ C = \text{regularized constant} \]
\[ e_i = \text{eigenvectors of covariance matrix} \]
\[ \varepsilon = \text{insensitive loss coefficient} \]
\[ G = \text{data set} \]
\[ H = \text{the maximum number of added hidden neurons} \]
\[ K = \text{Kernel function} \]
\[ L_e = \varepsilon \text{-insensitive loss function} \]
\[ n = \text{number of input vectors} \]
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1. Introduction

With continuous economy development and population increase in metropolitan cities like Hong Kong, Shanghai, etc., a series of severe problems related to environmental pollution such as air pollution, noise pollution, shortage of land resources, waste and sewage disposal have attracted much attention than ever before. Among these, air pollution has direct impact on human health through exposure to pollutants at high concentration level existing in ambient areas. Air pollution control should prevent the situation from worsening in the long run. On the other hand, short-term forecasting of air quality is needed in order to take preventive and evasive action during episodes of airborne pollution. Therefore, as far as air quality forecasting, accurate models are extremely emphasized because such models would allow predicting potential compliance or noncompliance. At present, environmental modeling involves using a variety of approaches. The use of neural networks, in particular, the multilayer perceptron (MLP) neural networks, which can be trained to approximate virtually any smooth, measurable function, have become popular and produced promising results (Boznar et al., 1993; Comrie, 1997; Fan et al., 2000; Gardner and Dorling, 1996; Hadjiiski and Hopke, 2000; Lu et al., 2001, 2002; Reich et al., 1999; Roadknight et al., 1997; Song and Hopke, 1996; Yi and Prybutok, 1996). A detailed review of application of neural networks in the atmospheric science is also available (Gardner and Dorling, 1998).

Above researches have shown that neural networks have salient advantages over traditional statistical methods in air quality forecasting, however, NN-based models still need to improve in order to achieve good prediction performance as effectively and efficiently as expected. In fact, a number of difficulties have been associated with NN use which hampered their effectiveness, efficiency as well as general acceptability in air quality analysis. These difficulties include susceptibility to chaotic behavior, computationally expensive training, local minima, over-fitting problem, training set problem and topology specification problem etc. For example, there are no general rules to determine the size of network and learning parameters, which will greatly affect the prediction performance. This highlights the need to optimize the complexity of the network topology in order to achieve the best “off-sample” performance. Therefore, in particular, for engineering application, e.g. time-series prediction, it is important to achieve an effective model so as to avoid the above-mentioned problems.
In this paper, three improved neural network models are presented. Adaptive radial basis function (ARBF) is a network, which can automatically determine the size of network and only one parameter needs to be estimated. The combination of ARBF and principle component analysis (PCA) (say, ARBF/PCA network) can further simplify the ARBF network, and therefore speed up learning process. Support vector machine (SVM), as a novel type of learning machine based on statistical learning theory, will greatly improve the generalization property of neural networks and automatically determine the size of networks. Here, a real-world data set is used to testify the effectiveness of the proposed methods. The study aims to investigate the prediction of respirable suspended particulate (RSP) concentration level based on six pollutants: RSP, sulphur dioxide (SO$_2$), nitrogen oxides (NO$_X$), nitric oxide (NO), nitrogen dioxide (NO$_2$), and carbon monoxide (CO), and five meteorological variables: wind speed (WS), wind direction (WD), outdoor temperature (OT), solar radiation (SR), and indoor temperature (IT). They are hourly measured during the whole year of 2000 at the Mong Kok Roadside Gaseous Monitory Station, one of the 14 monitory stations established by The Hong Kong Environmental Protection Department (HKEPD) across Hong Kong area.

This paper is organized as follows Section 2 and 3 provide introductions to the ARBF network and ARBF/PCA network, respectively. Section 4 gives an overview to the SVM method used in time series prediction. Section 5 describes the simulation results and comparisons among the three methods. The last section concludes the presented works.

2. The ARBF network
The MLP networks have the well-known ability to learn through training. The back-propagation (BP) algorithm is usually used to train MLP networks in atmospheric and environmental applications. However, for most MLP networks based on BP algorithm, some inherent drawbacks, e.g. slow convergence speed, “over-fitting” during training, local minima, network topology specification and poor generalizing performance, etc., would make it difficult to put these models into practice. Although, some improved approaches such as genetic algorithm (GA), simulated annealing (SA) and other optimization approaches can be employed, a high computational penalty may be needed. This will limit the application of MLP networks.

Radial basis function (RBF) network developed by Broomhead and Lowe (1988), as an effective algorithm for fast learning of MLP networks, possesses good generalization performance and, in the meantime, can avoid over-elaborated, lengthy computing like BP algorithm. Therefore, RBF network is much widely applied than BP-based networks. In RBF network, Gaussian function is often used as the nonlinear transfer function in the unique hidden layer.
where $\mu$ and $\sigma$ denote the center and spread parameters of Gaussian function, respectively.

As mentioned above, there are no general rules to select MLP network architecture – the number of hidden layers and nodes in these layers (in RBF network, only the number of the unique hidden layer needs to be estimated). The number of input and output nodes vary from case to case. Generally, the number of hidden nodes is decided by experiences. As a result, if the number is too small, the network may fail to converge to the minimum during training. Conversely, excessive nodes may result in over-fitting during training and lead to poor generalization performance as well.

To solve the problem of choosing the proper size network, a trial and error method is applied in most cases but with a heavy computation burden and low efficiency. There are mainly two simple adaptive methods in present studies: constructive algorithm and destructive algorithm. The former begins with a small network, e.g. there is no hidden node initially, and neurons and links are gradually added to the model until the network meets the given requirements. On the other hand, the latter starts with a large network, and then deletes neurons and links until one can obtain a suitable network. The synthesis method based on the above two approaches may be more suitable, but high computation cost makes it impossible to accomplish.

In this research, an adaptive constructing method of determining the number of hidden nodes is used. Given a training error, the ARBF network will automatically add nodes and links into the network when needed until the actual error is below the given one. Besides having the features of ordinary RBF networks, the outputs of the ARBF network are driven by the input nodes, whose advantages are visual (Wang, 2000; Wang et al., 1993). The architecture of the ARBF network is shown in Figure 1.

Briefly, the main idea of constructive method proposed in this paper is described in the following.

1. Adding hidden neurons: the number of added hidden neurons is taken from the range $[1, H]$, where $H$ is the maximum number of added hidden nodes. The hidden neurons are arranged in sequence and the location of each new neuron will not affect subsequent connections. Therefore, if a hidden neuron is added to the network, it can be inserted into a sequence of hidden neurons at any location.

2. Adding links: when a hidden neuron is added, the links between the added neuron and each input and output neuron will be added. There are no links between the added neuron and other neurons in the hidden layer.
The process of training network will continue until the training error is below the given error. When the training process stops, the size of network may be larger than that of the best network, but there are fewer free parameters which need to be estimated and the algorithm is easy to be implemented.

3. The combination of ARBF network and PCA technique

The ARBF network provides an effective method to automatically determine the network architecture. However, the size, which may be larger than that of the optimal network, will lead to learning slowly and therefore make its advantages be offset, especially in the case of high-dimension input space or in the case of data set having some noisy data. Therefore, in this study, PCA technique is used to pre-process data set so as to make ARBF network more effective and efficient. For convenience of comparison with the ARBF network, we call the method as the second model – ARBF/PCA network.

As we know, PCA is regarded as one of the main feature extraction methods. Here, PCA technique is applied to the data to observe how the pollutants and meteorological data correlate to each other and further find the possibility to reduce the variables for the predictions. Because the data is finite in this real-world database, the traditional matrix algebraic approach can be used to extract principal components through a direct computation of eigenvalues and eigenvectors of the input data covariance matrix.

There are totally 11 parameters supplied from the original database according to all valid data hourly measured during the year of 2000, which include the concentrations of six pollutants and five meteorological parameters. To use the PCA method, the covariance matrix of the studied data for all the 11 variables is calculated firstly. Let $x_1, x_2, x_3, x_4, x_5$ and $x_6$ represent pollutant concentrations of $\text{SO}_2, \text{NO}_X, \text{NO}, \text{NO}_2, \text{CO}, \text{and RSP}$, and $x_7, x_8, x_9, x_{10}, x_{11}$ denote meteorological variables of $\text{WS, WD, OT, SR and IT}$, respectively. After the mean values and standard deviations of valid data for the 11 parameters are calculated, the covariance matrix $P$ of the 11 parameters can be obtained as follows:
Then, six new variables, namely, \( x_i \), and information in data set may lose a little based on these six components. Here, the first six principal components are selected because the ratio of variance of these six components to the sum of variance is 85.76 percent i.e.

\[
\left( \frac{\sum_{i=1}^{6} \lambda_i}{\sum_{i=1}^{11} \lambda_i} \right)
\]

and information in data set may lose a little based on these six components. Then, six new variables, namely, \( x_i' \), \( i = 1, \ldots, 6 \), are defined instead of the original 11 variables from the computed eigenvectors listed as below:

\[
P = \begin{bmatrix}
1.000 & 0.4518 & 0.4242 & 0.3510 & 0.2267 & 0.4102 & 0.0702 & -0.1075 & 0.1364 & 0.2998 & -0.0276 \\
0.4518 & 1.0000 & 0.9722 & 0.6638 & 0.5764 & 0.5168 & -0.0266 & -0.1007 & -0.0967 & 0.0614 & 0.0472 \\
0.4242 & 0.9722 & 1.0000 & 0.4726 & 0.5297 & 0.3828 & -0.0520 & -0.1019 & -0.0391 & 0.0530 & 0.0670 \\
0.3510 & 0.6638 & 0.4726 & 1.0000 & 0.4856 & 0.7271 & 0.0624 & -0.0521 & -0.2473 & 0.0600 & -0.0387 \\
0.2267 & 0.5764 & 0.5297 & 0.4856 & 1.0000 & 0.4375 & -0.1151 & 0.0309 & -0.2242 & -0.0736 & 0.0357 \\
0.4102 & 0.5168 & 0.3828 & 0.7271 & 0.4375 & 1.0000 & 0.0510 & -0.0809 & -0.1750 & 0.0843 & -0.0910 \\
0.0702 & -0.0266 & -0.0520 & 0.0624 & -0.1151 & 0.0510 & 1.0000 & -0.2450 & 0.2228 & 0.5183 & -0.0530 \\
-0.1075 & -0.1007 & -0.1019 & -0.0521 & 0.0309 & -0.0809 & -0.2450 & 1.0000 & -0.0676 & -0.0864 & 0.0652 \\
0.1364 & -0.0967 & -0.0391 & -0.2473 & -0.2242 & -0.1750 & 0.2228 & -0.0676 & 1.0000 & 0.4186 & -0.2805 \\
0.2998 & 0.0614 & 0.0530 & 0.0600 & -0.0736 & 0.0843 & 0.5183 & -0.0864 & 0.4168 & 1.0000 & -0.1539 \\
-0.0276 & 0.0472 & -0.0387 & -0.0387 & 0.0357 & -0.0910 & -0.0530 & 0.0652 & -0.2805 & -0.1539 & 1.0000 \\
\end{bmatrix}
\]

From the covariance matrix \( P \), it can be seen that the elements in the top left squared \( 6 \times 6 \) sub-matrix have close values. This indicates that the six pollutants have quite strong correlation with each other. Therefore, although only RSP pollutant is discussed here, similar changing tendency for other five pollutants can be induced.

The eigenvalues \( \lambda_i \) and the eigenvectors \( e_i \), \( i = 1, \ldots, 11 \), of the covariance matrix \( P \) are then computed. The resultant eigenvalues are listed as

\[
\lambda_1 = 3.6490, \quad \lambda_2 = 2.0543, \quad \lambda_3 = 1.0677, \quad \lambda_4 = 1.0145,
\]

\[
\lambda_5 = 0.9309, \quad \lambda_6 = 0.7173, \quad \lambda_7 = 0.4958, \quad \lambda_8 = 0.4531,
\]

\[
\lambda_9 = 0.3700, \quad \lambda_{10} = 0.2475, \quad \lambda_{11} = 0.
\]

Here, the first six principal components are selected because the ratio of variance of these six components to the sum of variance is 85.76 percent i.e. Three improved neural network models
In the second model, during training the ARBF network, these new variables \( x_i \) (\( i = 1, \ldots, 6 \)) are taken as input vectors to predict the RSP concentration level. Such treatment of variables has two well-known advantages. The first advantage is that the number of input variables used in the prediction process can be reduced, so that the structure of predictor and the computational cost can be reduced as well. The second one is that the orthogonalization of input variables for neural networks can be obtained. Such orthogonalization can also make a neural network be easily trained in general.

Hence, theoretically, the ARBF/PCA network should have much simpler architecture, faster training speed than the ARBF network without losing satisfactory predicting performance. The following experiments verify the rule as well.

4. Overview of support vector machine
For any learning problem, generalization performance is one of the most important factors to evaluate the established model. Recently, SVMs developed by Vapnik (1995) have provided another novel approach to improve the generalization property of neural networks. Originally, SVMs were developed for pattern recognition problems. And now, with the introduction of \( \varepsilon \)-insensitive loss function, SVMs have been extended to solve nonlinear regression estimation and time series prediction problems (Mukherjee et al., 1997; Müller et al., 1997; Vapnik, 1995; Vapnik et al., 1997). Unlike most of the traditional learning machines, which adopt the empirical risk minimization principle (e.g. MLP networks), SVMs implement the structural risk minimization principle, which seeks to minimize an upper bound of the generalization error rather than minimize the training error. This will result in better generalization performance than conventional techniques.

In support vector regression, the basic idea is to map the original data \( x \) into a higher dimensional feature space \( F \) via a nonlinear mapping \( \phi \) and to do linear regression in this space. Therefore, regression approximation addresses
the problem of estimating a function based on a given set of data $G = \{(x_i, d_i)\}_{i=1}^l$ ($x_i$ is input vector, $d_i$ is the desired value), which is produced from the unknown function $\phi$. SVMs approximate the function in the following form

$$y = \sum_{i=1}^l w_i \phi_i(x) + b,$$

(5)

where $\{\phi(x)\}_{i=1}^l$ are the features of inputs, and $\{w_i\}_{i=1}^l, b$ are coefficients, respectively. They are estimated by minimizing the regularized risk function

$$R(C) = C \frac{1}{N} \sum_{i=1}^N L_e(d_i, y_i) + \frac{1}{2} \|w\|^2,$$

(6)

where

$$L_e(d, y) = \begin{cases} |d - y| - \varepsilon |d - y| \geq \varepsilon, \\ 0 & \text{otherwise} \end{cases},$$

(7)

and $\varepsilon$ is a prescribed parameter.

In equation (6), $L_e(d, y)$ is the so-called $\varepsilon$-insensitive loss function, which indicates that it does not penalize errors below $\varepsilon$. The second term, $\frac{1}{2}\|w\|^2$, is used as a measure of function flatness. $C$ is a regularized constant determining the trade-off between the training error and model flatness. Introduction of the slack variables $\xi, \xi^*$ leads equation (6) to the following constrained function.

Minimize:

$$R(w, \xi^*) = \frac{1}{2} \|w\|^2 + C^* \sum_{i=1}^n (\xi_i + \xi_i^*)$$

(8)

Subjected to:

$$w\phi(x_i) + b - d_i \leq \varepsilon + \xi_i,$$

$$d_i - w\phi(x_i) - b_i \leq \varepsilon + \xi_i,$$

(9)

$\xi, \xi^* \geq 0$.

Thus, equation (5) becomes the following explicit form

$$f(x, \alpha_i, \alpha_i^*) = \sum_{i=1}^l (\alpha_i - \alpha_i^*)K(x, x_i) + b.$$

(10)

In equation (10), Lagrange multipliers $\alpha_i, \alpha_i^*$ satisfy the equality $\alpha_i \times \alpha_i^* = 0$, $\alpha_i \geq 0, \alpha_i^* \geq 0, i = 1, \ldots, l$, and they are obtained by maximizing the dual form of function (8). 
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\[
\phi(\alpha_i, \alpha_i^*) = \sum_{i=1}^{l} d_i(\alpha_i - \alpha_i^*) - \varepsilon \sum_{i=1}^{l} (\alpha_i + \alpha_i^*) - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*) K(\alpha_i, \alpha_j)
\]

(11)

with constrains

\[
\sum_{i=1}^{l} (\alpha_i - \alpha_i^*) = 0, \quad 0 \leq \alpha_i \leq C, \quad 0 \leq \alpha_i^* \leq C \quad i = 1, \ldots, l.
\]

(12)

Based on the nature of quadratic programming, only a number of coefficients among \(\alpha_i\) and \(\alpha_i^*\) will be nonzero, and the data points associated with them could be referred to support vectors.

Because \(\phi\) is usually unknown, a notion, namely, kernel function \(K(x_i, x_j)\), is then introduced. The value of \(K(x_i, x_j)\) is equal to the inner product of the features \(\phi(x_i)\) and \(\phi(x_j)\) of two vectors \(x_i\) and \(x_j\) (say, \(K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)\)). Any function satisfying Mercer’s theorem (Vapnik, 1995) can be used as the kernel function. A common choice is the Gaussian kernel \(K(x_i, x_j) = \exp(-\|x_i - x_j\|^2/(2\sigma^2))\).

In support vector learning, there are three free parameters: \(\sigma\), \(C\) and \(\varepsilon\). Since there are no general rules to estimate these parameters, the generalization errors with respect to the spread parameter of Gaussian kernel function \(\sigma\), \(C\) and \(\varepsilon\) are studied at first.

Figure 2 explains that the prediction error (mean of absolute error) is scarcely influenced by \(C\). When \(C\) is enough small, the prediction error is large. As \(C\) increases, the error decreases rapidly and when \(C \geq 0.5\), it keeps a very small value and hardly varies. In order to make the learning process stable, \(C\) should be set up a large value (e.g. \(C = 100\)).

Figure 3 shows the prediction error versus \(\varepsilon\). \(\varepsilon\) is also found to have little impact on it. With the increment of \(\varepsilon\), the prediction error will not change again when \(\varepsilon\) increases to 0.5. Generally, \(\varepsilon\) takes a small value, so we can let \(\varepsilon = 0.001\).

In theory, \(\sigma\) will greatly affect the level of prediction accuracy. Too small \(\sigma\) (e.g. \(\sigma \rightarrow 0\)) or too large \(\sigma\) (e.g. \(\sigma \rightarrow \infty\)) will lead to very poor generalization results. Our experiments testify the law. From Figure 4, we can see at first the prediction error decreased from large to small values rapidly. After retaining a small value during a certain period, it increased speedily and finally tended to rise slowly when \(\sigma \geq 30\). This change law illustrates that there must be a proper \(\sigma\), which can lead prediction error to the minimum. It could be obtained directly from experiments that when \(\sigma\) is in the range \([0.9, 1.5]\), the mean of absolute error vary a little within the range of \([10.2, 10.9]\). This means that there
exists a certain range of $\sigma$, within which the generalization performance is stable. In practical applications, we only need to select an appropriate $\sigma$ within this range. Due to the changing law of prediction error with $\sigma$, gradient descent method can be used to evaluate a proper $\sigma$ (in the experiment, $\sigma = 1.0$).

It needs to notice that the above conclusions are tenable on assuming that when one parameter is varied, the other two parameters are fixed. If they are all variable, the changing law of each parameter will become too complex to obtain any valuable results. Therefore, this paper aims to provide an effective and practical method to estimate the free parameters of SVM. For the third approach, it is more important that all the free parameters can be estimated on a certain guide and then very good generalization performance can be achieved.
Hence, it can avoid the problems that traditional neural networks have to encounter.

5. Simulation results and discussions

5.1 Data set and generalizing criterion

In our experiments, a real-world data set is used. All the air quality data obtained at the Mong Kok monitory station of Hong Kong are based on hourly continuous measurement during the whole year of 2000 (HKEPD, 2000). In this paper, we mainly investigate the short-term prediction of RSP, i.e. 72 h forecasting in advance, due to its practical significance. For the three models, there are 11 input variables, which include six pollutants and five meteorological factors, and RSP concentration is the output vector. After analyzing a total of 8,760 measured data points in the above time series, only 572 data points are invalid for some instrumental or measured reasons. So it is reasonably assumed that deleting these invalid data from the data set does not affect the physical features of the rest ones.

Here, the mean absolute error (MAE), root mean squared error (RMSE) and Willmott’s index of agreement (WIA) are used as measurements of derivation between actual and predicted values. They are defined in the following, respectively.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \text{abs}(a_i - t_i). \quad (13)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (a_i - t_i)^2}. \quad (14)
\]
WIA = \frac{\sum_{i=1}^{n} (a_i - t_i)^2}{\sum_{i=1}^{n} \left(|a'_i| + |t'_i|\right)^2}, \quad (15)

where,

\begin{align*}
  a'_i &= a_i - \bar{a}, \\
  t'_i &= t_i - \bar{a}, \\
  \bar{a} &= \frac{1}{n} \sum_{i=1}^{n} a_i \quad (16)
\end{align*}

and \(a_i, t_i\) denote the predicted result and measured one, respectively.

5.2 Simulation results and discussion

All programs are constructed using Matlab 6.0. The algorithms used in ARBF network and ARBF/PCA network are based on Lu et al. (2002) and Wang (2000). The improved SVM algorithm for solving time series prediction is implemented in the SVM method in the basis of Wang et al. (2002).

5.2.1 Simulation results on different meteorological conditions. In air quality parameter prediction, because the relationship between the pollutants and the meteorological factors is highly complex and extremely nonlinear, it is important to clarify how the prediction results will be affected by these climate variables. At first, the forecasting performances by the three proposed methods are discussed under different meteorological conditions. The data in January and June were selected. The reason to choose the data in January is because it is the month with the highest RSP concentration level due to dry and cold weather. The prevailing WD was NE, and the average relative humidity was about 70 percent during that period, therefore, the other meteorological conditions, e.g. humidity, cloudiness, pressure and level of precipitate etc., can be ignored. In June, all above meteorological factors are active obviously and will greatly affect the pollutant concentration levels. Because in data set, not all needed meteorological variables but only some of them, i.e. WS, WD, OT, SR, IT, have been measured, the experiments will inspect the effectiveness and robustness of the three approaches.

In each selected month, hourly data of the first 10 days (240 data points) are used as training data, and the data of the afterward 3 days (72 data points), representing the hourly data of 11th through 13th day, are used as testing data. Figure 5 gives the 72 h prediction results of RSP concentration in January and June.

From the experiments, it can be seen that, in January, RSP concentration has high level, while, in June, it is obviously reduced. Experimentally, the three approaches produce good performances in the selected 2 months in the case of 72 h prediction in advance. But the forecasting results in January are better than the ones in June because in the latter, other unmeasured meteorology factors such as humidity, cloudiness, pressure and level of precipitate will
greatly affect the prediction accuracy of RSP concentration level. Among the three approaches, the SVM method provides the best generalization performances either in January or in June, and the ARBF network gives better prediction results. The ARBF/PCA network is inferior to the other two methods. In overview, all the three approaches express good properties and robustness in different climate conditions.

5.2.2 Simulation results on the training and testing data set. This experiment mainly discusses how the three models fit the training data and how accurate the predictions are on the testing data by the three models. The training data originate from hourly data of the first 10 days in June (240 data points), while the afterward 1,000 data points are used as testing data. Figure 6 shows the prediction results on the training and testing data set.

Figure 5. Comparison of RSP prediction results among the three methods.
Figure 6. Comparisons of prediction results among three methods on training and testing data set.
For the training data, the differences among the three methods are not evident. It can be directly observed that the recovered values by the SVM method are almost identical to the original data (Figure 6(c)) and the computed results by the ARBF network are also very closer to the actual data (Figure 6(a)). The calculated results by the ARBF/PCA network have some little deviations (Figure 6(b)). Therefore, all the three models can fit the training data well. For the testing data, the three approaches express obvious different performances. Similar to the above experiments, the SVM method still expresses the best prediction property and then the better is the ARBF network. The ARBF/PCA network shows less accuracy than above two networks (Figure 6(d)). Therefore, it can be concluded that SVM method has shown more advantages in generalization performance over traditional neural networks and further more it can achieve good results in some special data points, which have unexpected outputs due to possible influence of meteorological factors (Figures 5(a), (b), 6(d)).

5.2.3 Properties comparison among the three approaches. For evaluating the three approaches, 22 group experiments have been carried out based on the valid data. In each group, there are 312 data points, which are divided into training data set (first 240 data points) and testing data set (rest 72 data points). Table I shows the comparisons among them in generalization performance, the size of network and learning speed.

From Table I, it can be seen that, either for MAE and RMSE or for WIA, SVM method is the best. The reason is that strong theoretical background provides SVM with high generalization capability and avoidance of local minima rather than general neural networks (Vapnik, 1995). While for the simpler network architecture and faster learning speed, the ARBF/PCA network is outstanding, whose average training speed is about 17 and 38 times faster than the ARBF network and SVM method, respectively. The ARBF network is medium between SVM method and the ARBF/PCA network in above aspects.

Figure 7 shows the comparisons of MAE in series experiments among the three approaches. It testified again that SVM method possesses absolute advantages over traditional neural networks in prediction performance. It is important to remember that the usual purpose of training neural networks is to

<table>
<thead>
<tr>
<th>Table I. The comparisons among the three approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>MAE (µg/m³)</td>
</tr>
<tr>
<td>RMSE (µg/m³)</td>
</tr>
<tr>
<td>WIA</td>
</tr>
<tr>
<td>The number of hidden nodes</td>
</tr>
<tr>
<td>The number of support vectors</td>
</tr>
<tr>
<td>Learning speed (s)</td>
</tr>
</tbody>
</table>
achieve good generalization on unseen data (testing data) in prediction applications. It is identical to the principle of SVM and this provides an explanation to SVMs brilliant properties. For traditional neural networks, maximum generalization performance will often achieve before the overall network training error reaches a minimum. Especially, on a noisy set of data, which is a common case in practical applications, the network may be over-trained when global minimum is reached. In our experiments, although over-fitting training does not occur, both the ARBF network and the ARBF/PCA network express inferiority to SVM method in predicting accuracy.

Figure 8 gives the comparisons in learning speed of the three approaches. It is obvious that the training by the ARBF/PCA network is the fastest, whose maximum and minimum CPU-times are 1.5 and 1 s, respectively. The faster training is done by the ARBF network, whose maximum and minimum CPU-times are 43.4 and 1.8 s, respectively. SVM method is the slowest with maximum and minimum CPU-times as 129.2 and 91.3 s, respectively.
Figure 9 compares the number of hidden nodes required in the ARBF network and the ARBF/PCA network. The maximum hidden nodes are 129 for the ARBF network and four for the ARBF/PCA network, while the minimum ones are four for the former and one for the latter. The average number of hidden nodes in the latter is almost 32 times less than that in the former model. This demonstrates that before the network is trained, reducing input variables can simplify the network architecture and lessen learning time by losing slight predicting accuracy.

Figure 10 explains that in SVM method, the number of support vectors has little change, which varies in the range [78, 93] for 240 training data points. This means that only about 35.6 percent training data (support vectors) are contributed to the prediction performance. SVM method can automatically find these important data and then determine the network architecture using them. Comparing with standard SVM learning algorithm, the proposed SVM method can adaptively estimate proper free parameters so as to achieve the best prediction results. The experiments have also proven that the presented SVM method is stable.
6. Conclusion

Because neural networks do not require any prior assumptions regarding the distribution of training data and no decision regarding the relative importance of the various input measurements needs to be made, they can model highly nonlinear functions and can be trained to accurately generalize when presented with new, unseen data. These features of the neural networks make them attractive alternative to developing numerical models and also when choosing between statistical approaches. Therefore, they have many well-known successful applications in the engineering problems.

However, some inherent problems, which neural networks need to encounter, will limit their further applications. These problems include: determination of the network architecture, estimation of suitable learning parameters, selection of training data, local minima, slow learning speed, curse of dimensionality and processing of emergent patterns, etc. In atmospheric sciences, not only successfully modeling the average behavior of a system is needed, but also resolving infrequent, extreme events is important.

In this paper, three improved neural networks are presented. Each one can solve some problems of neural networks. The ARBF network can automatically determine the network architecture and have fast learning speed. The ARBF/PCA network is an improvement of the ARBF network. Beside possesses the advantages of the ARBF network, it can simplify the network architecture and fasten training speed without compromising generalization performance. Despite slow learning speed, the third method, SVM, can provide the best prediction performances, determine the network topology and estimate all the parameters automatically. Moreover, it can process emergent patterns. The simulation results have proven the effectiveness and benefits of the presented approaches. And further studies on providing more effective and practical models will be expected in the near future.
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